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Abstract—We present a comprehensive, self-contained, and
mechanically verified proof of correctness of a maximally re-
dundant SRT design for floating-point division and square root
extraction, supported by verified procedures that (a) test the
admissibility of a proposed digit selection table, (b) determine
the minimal dimensions of an admissible table for a given
arbitrary radix, and (c) generate these tables. For square root
extraction, we also provide a verified procedure for generating
an initial approximation that meets the accuracy requirement
of the algorithm and ensures that the digit selection index
derived from successive partial roots remains static throughout
the computation. A radix-8 instantiation of these algorithms has
been implemented in the floating-point unit of the AMD processor
code-namedSteamroller. To ensure their correctness, all of our
results and procedures have been formalized and mechanically
checked by the ACL2 prover. We present evidence of the value
of this approach by comparing it to that of a more conventional
published paper that reports similar results, which are shown to
be fatally flawed.

Index Terms—Interactive theorem proving, formal verification,
SRT division.

I. I NTRODUCTION

T HE Sweeney-Robertson-Tocher (SRT) algorithm for divi-
sion and square root extraction is ubiquitous in contem-

porary microprocessor design [5], [7], [15] and notoriously
prone to implementation error [13]. Nonetheless, most re-
search on this topic has been limited to microarchitecturaland
performance concerns, ignoring the problem of correctness[6],
[8], [11]. Investigation of the algorithm itself has mainly
focused on establishing bounds on the dimensions of digit
selection tables without providing any explicit procedures for
generating these tables or verifying their correctness proper-
ties [2], [3], [12]. The rare inquiry that does purport to prove
correctness [10] is typically lacking in mathematical rigor and
consequently, as we shall demonstrate below, susceptible to
error.

The revelation of the 1994 Pentium FDIV bug sparked some
interest in the application of interactive theorem proving(ITP)
to the verification of SRT designs [4], [9], [14], but this was
limited to the special case of radix-4 division (two quotient
bits per iteration) and was based on a simple high-level circuit
design [16] that failed to account for various features that
are common to commercial implementations, such as the

redundant represention of partial remainders, which affects
the requirements of the digit table by effectively doubling
the approximation error. Recently, we described a formal
proof of correctness of a real SRT RTL design that has been
implemented in an AMD processor [15], but this was also a
radix-4 divider and, like earlier efforts, ours did not address
the more complicated problem of square root extraction.

The AMD processor code-namedSteamroller, currently
under development, includes a radix-8 (three bits per iteration)
SRT floating-point module. This paper is a component of the
formal verification of this module: a comprehensive analysis of
the SRT algorithm for both division and square root extraction
with arbitrary radix2ρ. All results and procedures presented
here have been formalized in the ACL2 logic [1] and their
correctness has been mechanically checked with the ACL2
theorem prover. The proof script, consisting of more than 800
lemmas, is provided as a supplement to this paper (mainly
for the purpose of demonstrating its existence), which also
includes an appendix containing more readable pseudo-code
definitions of the underlying procedures for generating and
verifying the required tables.

Since our main concern is the reliability of our results, we
have ignored various well known opportunities for optimiza-
tion in order to simplify the proof. In particular, our analysis
is limited to the case of “maximal redundancy,” which allows
all quotient digit values in the set{1− 2ρ, . . . , 2ρ − 1}.

In Section III, we generalize the results of [15] by defining
a criterion for quotient digit selection tables of arbitrarily high
radix, which is proved necessary and sufficient to produce
correct quotients and remainders. We also present a simple
procedure that determines whether there exists a table of size
2M × 2N that meets this criterion, for givenρ, M , andN ,
and another that generates such a table if possible.

One difference between the SRT algorithms for division
and square root extraction is that the latter requires an initial
approximation of the root to be used as input to the table.
That is, the first several iterations must be performed by some
other means before the table may be invoked on subsequent
iterations. In Section IV, we establish a criterion for a table that
may be used for square root extraction afterK iterations and
show that any table that satisfies this criterion for someK also
satisfies the criterion for division. We also define computable
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procedures that determine the existence of a table of given
dimensions that meets this criterion, and another that generates
it if possible. In Section V, we derive a formula for computing
the entries of a “seed table” through which an approximation
of the square root, accurate toKρ bits, is derived from an
approximation of the radicand.

Applying our results to the caseρ = 3, we find that the
smallest admissible table for division is given byM = 7
andN = 3, and that the optimal parameters for square root
areM = 7, N = 4, andK = 2. Thus, the digit selection
table implemented in AMD’s Steamroller floating-point unit
consists of 128× 16 3-bit entries and the square root seed
table consists of 48 6-bit entries.

Another complication of the square root algorithm is that
the digit selection index is derived from the partial root, which
changes on every iteration, instead of a fixed divisor. The
consequences of treating the leading bits of the partial root
as constant, which tends to simplify the digit selection logic
at the expense of increasing the table size, are investigated
in [3]. Here we pursue an alternative approach, as describedin
Section V, involving an adjustment of the initial approximation
to ensure that the leading bits of the partial quotient actually
remain constant. This requires an initial full-width comparison
to determine whether the approximation derived from the seed
table is an underestimate of the square root, which adds a
cycle of latency but simplifies the table access logic without
increasing the table size. This scheme is also implemented in
the Steamroller processor.

The primary contribution of this paper is the level of math-
ematical rigor that it brings to the subject of inquiry, which
is a prerequisite for mechanical proof-checking. Published
results in this area are typically not amenable to formaliza-
tion. Instead, like most mathematical claims, these results
(excluding those of the ITP efforts cited above) have generally
relied on the process of social review along with simulation-
based testing for the detection of possible errors. Experience
has demonstrated convincingly, however, that more reliable
verification methods are required to ensure the correctnessof a
commercial floating-point design, and, in particular, thatof an
SRT divider. Rigorous analysis of a high-radix digit selection
table involves extensive computation that cannot be carried
out by hand. Some of the results that we shall require (e.g.,
Lemmas 3.2 and 4.4) are most naturally proved by appeal
to geometric intuition. Such proofs, however instinctively
satisfying, cannot provide an appropriate level of confidence
for our purpose.

In spite of the evident value of mechanical proof-checking
in this area, there remains a perpetual need to justify this
approach. To that end, in Section II we present a compelling
illustration of the inadequacy of both informal proof and the
standard review process.

II. PITFALLS OF INFORMAL ANALYSIS

In a well known paper of 2005, Kornerup [10] aims to
provide an analytical solution to the problem of determining
the minimal dimensions of a valid SRT digit selection table
for a given radix and redundancy factor, citing a published

claim [11] that no such solution is possible. Since the mo-
tivation for this endeavor was a desire to eliminate the need
for “extensive searches to check the validity of a given set of
parameters” [10], it is worth noting that a C++ implementation
of our procedureExistsSrtTable (see supplementary
appendix) performs this check for radices as large as 32 in
less than one second. Nonetheless, the problem is of some
theoretical interest.

The most obvious difference between [10] and the present
paper is that the former exposition omits a number of critical
details, especially pertaining to the analysis of the more
complicated square root operation and its combination with
division, some of which, as seen in the definitions and proofs
of Section IV below, involve subtle analysis. A careful ex-
amination of the proofs exposes serious deficiencies in the
statements of the theorems themselves, which are concealed
by these omissions.

The analysis in [10] is based on the following parameters:

• β is the underlying radix of the computation (a power
of 2);

• a is the maximum element of the digit set,{−a, . . . , a},
which satisfiesβ2 < a < β;

• ρ = a
β−1 is the redundancy factor (note that we use the

same symbol for a different purpose);
• t is the number of fractional bits of the shifted and

truncated partial remainder (corresponding toM − ρ− 1
in our notation);

• u is the number of bits of the truncated divisor (corre-
sponding toN + 1 in our notation).

In the prelude to the main result of [10] pertaining to division
(Theorem 3), it is observed that for givenβ, a, andu such
that

2−u <
ρ− 1

2

a− ρ
,

the smallest value oft for which there exists a “valid quotient
digit selection function” is eithert0 or t0 +1, wheret0 is the
smallestt satisfying

2−t ≤
(

ρ− 1

2

)

− (a− ρ)2−u.

The following is established as a necessary and sufficient
condition for the existence of such a function for any given
β, a, u, and t: For all d and k satisfying 1 ≤ d ≤ a and
2u−1 ≤ k < 2u,

∆(d, u, t, k)

= ⌊2t−u(d− 1 + ρ)k − 1⌋ − ⌈2t−u(d− ρ)(k + 1)⌉
≥ 0.

It is also noted that for fixedd, this inequality holds for allk
provided that the following condition is satisfied for somek1:
∆(d, u, t, k) = 0 for 2u ≤ k < k1 and∆(d, u, t, k1) > 0. The
conclusion drawn from these observations (Theorem 3) is that
for given β, a, u, and t = t0, if this condition is satisfied in
the single cased = a for somek1, then a valid digit selection
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function exists. The details of this step of the argument are
among those that are omitted from the paper.

The first deficiency of this result is that it fails to deliver
the promised “analytical” solution.1 In fact, the number of
values ofk for which the above inequality must be tested
is unknown and potentially as large as2u−1. But a more
serious complaint against the theorem is that it is false. One
counterexample is the maximally redundant caseβ = 16,
a = 15, andu = 9. Here we havet0 = 2, ∆(15, 9, 2, k) = 0
for 2u−1 = 256 ≤ k < 282, and∆(15, 9, 2, 282) = 1 (and
indeed, consequently,∆(15, 9, 2, k) ≥ 0 for all k < 2u =
512). However,∆(14, 9, 2, 265) = −1, and therefore, the
digit selection function is invalid. Similarly, in the maximally
redundant radix-32 case withu = 11, we again havet0 = 2,
and since∆(31, 11, 2, k) = 0 for 1024 ≤ k < 1074 and
∆(31, 11, 2, 1074) = 1, the stated criterion is claimed to
provide a valid selection function fort = t0, but since
∆(30, 11, 2, 1041) = ∆(28, 11, 2, 1042) = −1, it does not.
The other central result of the paper (Theorem 4), pertaining
to square root extraction, is similarly flawed. It might alsobe
noted that the results produced in the earlier paper [11], upon
which these results were explicitly intended to improve, may
be shown to be correct.

Thus, the alleged theorems of [10] falsely guarantee the
existence of valid quotient digit selection functions for certain
sets of parameters. This circumstance, which has apparently
gone unnoticed since the publication of the paper in 2005, will
come as a surprise to those who believe that informal quasi-
mathematical argument, when presented by a distinguished
scientist and ratified by a process of expert review, can
ensure floating-point design correctness as reliably as formal
machine-checked proof. Moreover, any radix-16 or -32 SRT
hardware divider based on these results is likely to have a bug
very similar to that of the original Pentium FDIV instruction.

III. SRT DIVISION AND QUOTIENT DIGIT SELECTION

Let x and d be rational numbers, pre-scaled so that1 ≤
d < 2 and |x| < d. Our objective is to compute a sequence
of approximations that converges to the quotientx

d
. This is

achieved by an iterative process that generates a sequence of
partial remainders, p0 = x, p1, . . . , pn, andpartial quotients,
q0 = 0, q1 . . . , qn. On each iteration, the current partial
remainderpk−1 is shifted byρ bits, where2ρ is the underlying
radix of the computation, and a multiplemkd of the divisor
is subtracted to form the next partial remainder, while the
quotient digitmk contributes to the partial quotient:

Lemma 3.1:Given an integerρ and rational numbersd and
x, let p0 = x, q0 = 0, and fork > 0,

pk = 2ρpk−1 −mkd

and

qk = qk−1 + 2−kρmk,

1Moreover, it is evident that the claim put forth in [11] is misinterpreted
here, as it clearly addresses optimality with respect to implementation metrics
(delay and area) rather than merely table dimensions. (Thishas been confirmed
through private communication with the first author.)

wheremk is an integer. Then for allk ≥ 0,

pk = 2kρ(x− qkd).

Thus, if d > 0 and−d ≤ pk < d, then

−2−kρ ≤ x

d
− qk < 2−kρ.

Proof: The claim is trivial fork = 0, and fork > 0,

2kρ(x− qkd) = 2kρ(x− (qk−1 + 2−kρmk)d)

= 2kρ(x− qk−1d)−mkd

= 2ρpk−1 −mkd

= pk.

The quotient digitmk is selected from the range1− 2ρ ≤
mk ≤ 2ρ − 1 and is required to preserve the invariant−d ≤
pk < d. Thus, our objective may be formulated as follows:

Given a positive integerρ and rationalsd andp with
1 ≤ d < 2 and−d ≤ p < d, find an integerm such
that |m| < 2ρ and−d ≤ 2ρp−md < d.

The crux of the SRT algorithm is that the value ofm is
read from a fixed table, using indices derived from truncated
approximations ofp andd. Let M andN denote the widths
of the indices corresponding top andd, respectively. We have
2N approximations ofd, occurring at equal sub-intervals (of
length2−N ) of the interval1 ≤ d < 2, and2M approximations
of p occurring at equal sub-intervals (of length22−M ) of the
interval−2 ≤ p < 2.

As illustrated in Figure 1 for the caseρ = 2, M = 5, and
N = 2, the sub-intervals of1 ≤ d < 2 are numbered from
left to right. For givenN , and for j = 0, . . . , 2N − 1, we
shall denote the lower endpoint of sub-intervalj asδj . Thus,
j represents the fractional part ofδj , i.e.,

δj = 1 + 2−Nj.

The sub-intervals of−2 < p < 2 are numbered so that each
i is theM -bit two’s complement representation of the lower
endpointπi of sub-intervali. Thus, fori = 0, . . . , 2M − 1,

πi =

{

22−M i if i < 2M−1

22−M i − 4 if i ≥ 2M−1.

These partitions produce a2M × 2N matrix of rectangles in
the dp-plane, each of width2−N and height22−M . Let Rij

denote the rectangle with lower left vertex(δj , πi), and letSij

denote the rectangle with the same lower left vertex and width
and twice the height, i.e., for0 ≤ i < 2M and0 ≤ j < 2N ,

Rij =
{

(d, p) | δj ≤ d < δj + 2−N , πi ≤ p < πi + 22−M
}

and

Sij =
{

(d, p) | δj ≤ d < δj + 2−N , πi ≤ p < πi + 23−M
}

.

The divisor d is approximated by someδj and at each
iteration, the partial remainderp is approximated by someπi.
The indexj is simply extracted from the leading fractional
bits of d, and hence the error is bounded by

0 ≤ d− δj < 2−N .
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Fig. 1. ρ = 2, M = 5, N = 2
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The approximation ofp is more subtle because our im-
plementation does not computep explicitly. As a practical
matter, a full carry-propagate addition cannot be executedin
the same cycle as the table access, and consequentlyp is
represented in a carry-save form, i.e., as a sum of two terms.
These terms are both truncated toM bits and the results are
added to produce the approximation ofπi. Thus, the resulting
error may approach twice the distance between successive
approximations:

0 ≤ p− πi < 23−M ,

i.e., (d, p) is confined to theuncertainty rectangleSij .
We shall develop a procedure for generating a table of

minimal dimensions that provides a quotient digitm = φ(i, j)
satisfying−d ≤ 2ρp−md < d for all (d, p) ∈ Sij . Note that
this constraint is equivalent to

m− 1

2ρ
≤ p

d
<
m+ 1

2ρ
,

and therefore the sign of each table entryφ(i, j) is determined
by that ofπi and need not be stored explicitly by an imple-
mentation. Thus, such a table consists of at most2M+N ρ-bit
entries.

The following definition presents a formulation of the
table requirements that allows straightforward computational
verification:

Definition 3.1: Let ρ, M , andN be positive integers and
let φ be an integer-valued function of two integer variables.
Thenφ is an admissible radix-2ρ M ×N SRT division table
if for all i andj, if 0 ≤ i < 2M , 0 ≤ j < 2N , and

−δj − 2−N − 23−M < πi < δj + 2−N ,

then

max(1− 2ρ, Lij) ≤ φ(i, j) ≤ min(2ρ − 1, Uij),

where

Lij =















min
(

2ρ − 1, ⌈ 2ρ(πi+23−M )
δj

⌉ − 1
)

if i < 2M−1

or i = 2M − 1

min
(

2ρ − 1, ⌈ 2ρ(πi+23−M )
δj+2−N ⌉ − 1

)

otherwise

and

Uij =







max
(

1− 2ρ, ⌊ 2ρπi

δj+2−N ⌋+ 1
)

if i < 2M−1

max
(

1− 2ρ, ⌊ 2ρπi

δj
⌋+ 1

)

if i ≥ 2M−1.

Lemma 3.2:Let ρ, M , andN be positive integers and let
φ be an integer-valued function of two integer variables. Then
φ is an admissible radix-2ρ M ×N SRT division table if and
only if for all i, j, p, and d, if 0 ≤ i < 2M , 0 ≤ j < 2N ,
(d, p) ∈ Sij , and−d ≤ p < d, thenm = φ(i, j) satisfies
−2ρ < m < 2ρ and−d ≤ 2ρp−md < d.

Proof: First note that ifSij lies either entirely above
the line p = d or entirely below the linep = −d, then no
constraint is imposed onφ(i, j). In the first case, the lower
right vertex ofSij , (δj+2−N , πi), must lie on or abovep = d,
a condition expressed by the inequality

πi ≥ δj + 2−N .

The second case similarly depends on the location of the upper
right vertex,(δj + 2−N , πi + 23−M ), and is characterized by

πi + 23−M ≤ −(δj + 2−N).

Thus, the constraint onφ(i, j) is in force only if neither of
these inequalities holds, i.e.,

−δj − 2−N − 23−M < πi < δj + 2−N .

Suppose that this condition holds for indicesi and j and let
m = φ(i, j). Then all (d, p) ∈ Sij with −d ≤ p < d must
satisfy

m− 1

2ρ
≤ p

d
<
m+ 1

2ρ
.

Sincep < d, the upper bound is satisfied trivially ifm =
2ρ−1. Therefore, a necessary and sufficient condition to ensure
that this bound holds generally is that ifm 6= 2ρ− 1, thenSij

does not intersect the region between the linesp = d andp =
m+1
2ρ d, or equivalently, thatSij lies entirely below the latter of

the two. The maximum value of the quotientp
d

in Sij occurs at
either the upper left or the upper right vertex, depending onthe
sign of their commonp-coordinate,πi + 23−M . If i < 2M−1

or i = 2M − 1, thenπi + 23−M > 0 and the critical vertex is
the upper left,(δj , πi + 23−M ), so the requirement is

πi + 23−M

δj
≤ m+ 1

2ρ
.

If 2M−1 ≤ i < 2M − 1, thenπi ≤ 0 and consideration of the
upper right vertex yields

πi + 23−M

δj + 2−N
≤ m+ 1

2ρ
.

In all cases, the required upper bound is satisfied if and only
if m ≥ Lij .

Similarly, sincep ≥ −d, the lower bound

p

d
≥ m− 1

2ρ

is satisfied trivially ifm = 1−2ρ. To guarantee that this bound
holds generally, it must be shown that ifm 6= 1 − 2ρ, then
each point inSij lies on or above the linep = m−1

2ρ d. The
minimum value ofp

d
in Sij occurs at either the lower left or

the lower right vertex, depending on the sign ofπi.
If πi ≥ 0, then the critical vertex is the lower right,(δj +

2−N , πi) and the requirement is

πi

δj + 2−N
≥ m− 1

2ρ
.

If πi < 0, then consideration of the lower left vertex yields

πi

δj
≥ m− 1

2ρ
.

In all cases, the required lower bound is satisfied if and only
if m ≤ Uij .

The following is an immediate consequence of Lemmas 3.1
and 3.2:

Theorem 1:Let ρ, M , andN be positive integers and let
φ be an admissible radix-2ρ M ×N SRT division table. Let
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x andd be rational numbers such that1 ≤ d < 2 and|x| < d.
Let p0 = x, q0 = 0, and fork > 0,

pk = 2ρpk−1 −mkd

and
qk = qk−1 + 2−kρmk,

wheremk is an integer. Assume that for allk > 0, if |pk−1| <
2, thenmk = φ(i, j), where (d, pk−1) ∈ Sij . Then for all
k ≥ 0, |pk| < 2 and

2−kρ ≤ x

d
− qk < 2−kρ.

Definition 3.1 provides simple procedures that (a) determine
the existence of an admissible SRT table for given radix and
dimensions and (b) construct one if possible:

Lemma 3.3:Let ρ, M , andN be positive integers. There
exists an admissible radix-2ρ M × N SRT division table if
and only if for all i andj with 0 ≤ i < 2M and0 ≤ j < 2N ,
if

−δj − 2−N − 23−M < πi < δj + 2−N ,

thenLij ≤ Uij . In this case, one such table is defined by

φ(i, j) = max(1− 2ρ, Lij).

These procedures are implemented by the functions
ExistsDivTable and SRTTableEntry, as displayed
in the appendix. By direct computation of the former, it
is readily shown that forρ = 2, the smallest admissible
division table has dimensionsM = 5 andN = 2, and that
for ρ = 3, the smallest table hasM = 7 andN = 3. These
two tables, as generated bySRTTableEntry, are displayed
in Figures 1 and 2, in which each valueφ(i, j) is indicated
by a label associated withRij .

For each of these tables, the following conditions may be
verified by inspection of the graph for each entryφ(i, j) = m:

(1) If Sij intersects the region−d ≤ p < d, thenm is defined
and−2ρ < m < 2ρ.

(2) If m is defined andm 6= 2ρ − 1, then each point inSij

lies below the linep = m+1
2ρ d.

(3) If m is defined andm 6= 1 − 2ρ, then each point inSij

lies on or above the linep = m−1
2ρ d.

As argued in the proof of Theorem 1, it follows thatφ is an
admissible radix2ρ division SRT table.

Note that in some cases, there is a choice between two
acceptable values ofm. If Sij lies within the region bounded
by p = m

2ρ d andp = m+1
2ρ d, where−2ρ < m < 2ρ, then the

required inequalities are satisfied by bothm andm + 1. For
example, in the radix-4 table of Figure 1, although we have
assigned 2 as the value ofφ(00100, 10), sinceS00100,10 lies
betweenp = 1

2d andp = 1
4d, we could have chosen 1 instead.

It is clear that a necessary and sufficient condition for
the existence of an admissibleM × N radix-2ρ table is
that eachSij straddles at most one of the linesp = m

2ρ d,
m = 1 − 2ρ, . . . , 2ρ − 1. For example, if we attempt to
construct a6 × 3 radix-8 table, thereby doubling the height
of the rectangular elements shown in Figure 2, we find that
the uncertainty rectangleS001101,000 intersects bothp = 3

4d

andp = 7
8d, requiring thatm = φ(001101, 000) satisfy both

m ≤ 6 andm ≥ 7. In fact, these indices are identified by
executing the functionExistsDivTable.

The admissibility of a division table may be checked
visually by examining the bold “staircases” that bound the
regions of constant value. Suppose thatRij andR(i−1)j are
separated by a segment of such a staircase, i.e.,φ(i, j) = m

and φ(i − 1, j) = m − 1. SinceRij is contained in both
Sij and S(i−1)j , it must lie above the linep = m−1

2ρ d and
below p = m

2ρ d. That is, a staircase that separates the regions
on which φ = m and φ = m − 1 must lie entirely above
p = m−1

2ρ d, and when shifted up through one sub-interval, it
must still lie belowp = m

2ρ d.

IV. SRT SQUARE ROOT EXTRACTION AND DIGIT

SELECTION

Given a rational numberx in the range1
4 < x < 1, our

objective is to construct a sequence ofpartial roots, q0 =
0, q1, . . ., that converge to

√
x. For k > 0,

qk = qk−1 + 2−kρmk,

where2ρ is the underlying radix and theroot digitmk is again
an integer in the interval−2ρ < mk < 2ρ, selected to maintain
a bound on thepartial remainders, which may be defined as

pk = 2kρ(x− q2k),

or alternatively by the recurrence formula

pk = 2ρpk−1 −mk(2qk−1 + 2−kρmk).

The equivalence of these two expressions is established by the
following:

Lemma 4.1:Let ρ be an integer and letx be a rational
number. Letq0 = 0, p0 = x, and fork > 0,

qk = qk−1 + 2−kρmk

and
pk = 2ρpk−1 −mk(2qk−1 + 2−kρmk),

for some integermk. Then fork ≥ 0, pk = 2kρ(x − q2k).
Proof: The claim is trivial fork = 0, and fork > 0,

2kρ(x− q2k) = 2kρ(x − (qk−1 + 2−kρmk)
2)

= 2kρ(x−(q2k−1+21−kρqk−1mk+2−2kρm2
k))

= 2kρ(x − q2k−1)−mk(2qk−1 + 2−kρmk)

= 2ρpk−1 −mk(2qk−1 + 2−kρmk)

= pk.

Our objective is to select root digits that preserve the
invariants 1

2 ≤ qk < 1 and 2−kρ ≤ √
x − qk < 2−kρ. We

derive two equivalent formulations of the latter inequality:
Lemma 4.2:Let ρ be an integer and letx be a positive

rational number. Letq0 = 0, p0 = x, and fork > 0,

qk = qk−1 + 2−kρmk

and
pk = 2ρpk−1 −mk(2qk−1 + 2−kρmk),
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for some integermk. Then for k > 0, if qk ≥ 1
2 , then the

following are equivalent:

(a) qk − 2−kρ ≤ √
x < qk + 2−kρ;

(b) −2qk ≤ pk − 2−kρ < 2qk;
(c) mk−1

2ρ

(

2qk−1 + (mk − 1)2−kρ
)

≤ pk−1 <
mk+1
2ρ

(

2qk−1 + (mk + 1)2−kρ
)

.

Proof: The equivalence of (a) and (b) follows from
Lemma 4.1: sinceqk ≥ 2−kρ,

qk − 2−kρ ≤
√
x < qk + 2−kρ

⇔ (qk − 2−kρ)2 ≤ x < (qk + 2−kρ)2

⇔ q2k − 21−kρqk + 2−2kρ ≤ x < q2k + 21−kρqk + 2−2kρ

⇔ −2qk + 2−kρ ≤ 2kρ(x− q2k) < 2qk + 2−kρ

⇔ −2qk + 2−kρ ≤ pk < 2qk + 2−kρ.

To show that (b) is equivalent to (c), note that since

2qk + 2−kρ = 2(qk−1 + 2−kρmk) + 2−kρ

= 2qk−1 + (2mk + 1)2−kρ

= (mk + 1)
(

2qk−1 + (mk + 1)2−kρ
)

−mk(2qk−1 + 2−kρmk),

the upper boundpk < 2qk + 2−kρ is equivalent to

2ρpk−1 −mk(2qk−1 + 2−kρmk)

< (mk + 1)
(

2qk−1 + (mk + 1)2−kρ
)

−mk(2qk−1 + 2−kρmk)

or

pk−1 <
mk + 1

2ρ
(

2qk−1 + (mk + 1)2−kρ
)

.

Similarly, the lower boundpk ≥ −2qk+2−kρ may be replaced
by

pk−1 ≥ mk − 1

2ρ
(

2qk−1 + (mk − 1)2−kρ
)

.

We shall once again pursue a table-based approach to the
selection ofmk. As suggested by the similarity between the
partial remainder recurrence formulas for division and square
root, and between the bounds−d ≤ pk < d and Condition (b)
of Lemma 4.3, we shall find that in various cases of interest,
the same table may be used for both, with the variable2qk−1

used for the table index in the square root computation in place
of the constantd. This imposes a bound, however, onm2

k2
−kρ,

the term that distinguishes the two formulas. Consequently, the
table is used to derivemk for k > K, for someK, after the
first K iterations are performed by some other method.

The following lemma guarantees that if12 ≤ qK < 1, then
the same bounds are satisfied by all subsequentqk and that
for all k ≥ K, |pk| < 2:

Lemma 4.3:Let ρ be a positive integer and letx be a
rational number,14 < x < 1. Let q0 = 0, p0 = x, and for
k > 0,

qk = qk−1 + 2−kρmk

and
pk = 2ρpk−1 −mk(2qk−1 + 2−kρmk),

for some integermk. Assume that12 ≤ qk−1 < 1 for some
k > 1.
(a) If qk−1−2(1−k)ρ ≤ √

x < qk−1+2(1−k)ρ, then|pk−1| <
2.

(a) If qk − 2−kρ ≤ √
x < qk + 2−kρ and |mk| < 2ρ, then

1
2 ≤ qk < 1.

Proof: Sinceqk−1 =
∑k−1

i=1 2−iρmi is an integral multi-
ple of 2(1−k)ρ, qk−1 < 1 implies qk−1 ≤ 1− 2(1−k)ρ.

Supposeqk−1 − 2(1−k)ρ ≤ √
x < qk−1 + 2(1−k)ρ. By

Lemma 4.2,

pk−1 ≥ −2qk−1 + 2(1−k)ρ > −2

and

pk−1 < 2qk−1 + 2(1−k)ρ ≤ 2(1− 2(1−k)ρ) + 2(1−k)ρ < 2.

Now supposeqk − 2−kρ ≤ √
x < qk + 2−kρ and |mk| < 2ρ.

Then

qk = qk−1 + 2−kρmk ≤ 1− 2(1−k)ρ + 2−kρmk

< 1− 2(1−k)ρ + 2−kρ2ρ

= 1.

If qk−1 <
1
2 , thenqk ≤ 1

2 − 2−kρ <
√
x− 2−kρ, contradicting

our assumption.
With 2qk−1 replaced byd in Lemma 4.2 (c), our objective

may be formulated as follows:
Given positive integersρ andK and rational num-
bersd andp such that1 ≤ d < 2 and |p| < 2, find
an integerm such that−2ρ < m < 2ρ and for all
k > K, if −d+ 2(1−k)ρ ≤ p < d+ 2(1−k)ρ, then

m− 1

2ρ
(

d+ (m− 1)2−kρ
)

≤ p

<
m+ 1

2ρ
(

d+ (m+ 1)2−kρ
)

.

We have the following formulation of the requirements of
a square root digit selection table for a given iterationk,
analogous to Definition 3.1:

Definition 4.1: Let ρ, M , N , andk be positive integers and
let φ be an integer-valued function of two integer variables.
Thenφ is an admissible radix-2ρ M×N SRT square root table
for iterationk if for all i andj, if 0 ≤ i < 2M , 0 ≤ j < 2N ,
k > K, and

−δj − 2−N − 23−M + 2(1−k)ρ < πi < δj + 2−N + 2(1−k)ρ,

then the following conditions hold form = φ(i, j):
(a) −2ρ < m < 2ρ.
(b) If m 6= 2ρ − 1, then

πi + 23−M ≤















m+1
2ρ

(

δj + (m+ 1)2−kρ
)

if i < 2M−1 or i = 2M − 1
m+1
2ρ

(

δj + 2−N + (m+ 1)2−kρ
)

if 2M−1 ≤ i < 2M − 1.

(c) If m 6= 1− 2ρ, then

πi ≥
{

m−1
2ρ

(

δj + 2−N + (m− 1)2−kρ
)

if i < 2M−1

m−1
2ρ

(

δj + (m− 1)2−kρ
)

if i ≥ 2M−1.
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Lemma 4.4:Let ρ,M ,N , andk be positive integers,k > 1,
and letφ be an integer-valued function of two integer variables.
Thenφ is an admissible radix-2ρ M×N SRT square root table
for iterationk if and only if or all i, j, p, andd, if 0 ≤ i < 2M ,
0 ≤ j < 2N , k > K, (d, p) ∈ Sij , and−d ≤ p−2(1−k)ρ < d,
thenm = φ(i, j) satisfies−2ρ < m < 2ρ and

m− 1

2ρ
(

d+ (m− 1)2−kρ
)

≤ p

<
m+ 1

2ρ
(

d+ (m+ 1)2−kρ
)

.

Proof: Consider the following four lines in thedp-plane:

ℓ1: p = d+ 2(1−k)ρ

ℓ2: p = −d+ 2(1−k)ρ

ℓ3: p = m+1
2ρ

(

d+ (m+ 1)2−kρ
)

ℓ4: p = m−1
2ρ

(

d+ (m− 1)2−kρ
)

.

For giveni andj, the constraints of the lemma hold vacuously
if Sij lies either entirely above the lineℓ1 or entirely below
ℓ2, as determined by the lower right vertex,(δj +2−N , πi), or
the upper right vertex,(δj + 2−N , πi + 23−M ), respectively.
Thus, the constraints are in force only if

−δj − 2−N − 23−M + 2(1−k)ρ < πi < δj + 2−N + 2(1−k)ρ.

We may assume that this condition holds.
We must show that the upper bound

p <
m+ 1

2ρ
(

d+ (m+ 1)2−kρ
)

is satisfied by every(d, p) ∈ Sij with −d + 2(1−k)ρ ≤ p <

d + 2(1−k)ρ, i.e., belowℓ1 and on or aboveℓ2, if and only
if Condition (b) of Definition 4.1 holds. Since the bound is
satisfied trivially if m = 2ρ − 1, we may assume thatm <

2ρ − 1. Of the two linesℓ1 and ℓ3, ℓ1 has the greater slope
andp-intercept and therefore lies aboveℓ3 for d > 0. But for
d ≥ 1 andk ≥ 2,

m+ 1

2ρ
(

d+ (m+ 1)2−kρ
)

+ d ≥ m+ 1

2ρ
+ 1

>
1− 2ρ

2ρ
+ 1

= 2−ρ

≥ 2(1−k)ρ,

and henceℓ3 lies aboveℓ2 in the region of interest. It follows
that the required upper bound holds for all(d, p) ∈ Sij with
−d + 2(1−k)ρ ≤ p < d + 2(1−k)ρ if and only if Sij lies
entirely belowℓ3, or equivalently, both upper vertices lie on
or below ℓ3. Suppose first thati < 2M−1 or i = 2M − 1, so
thatπi+23−M > 0. If the slopem+1 is negative, then since

δj + (m+ 1)2−kρ > 1− 2ρ2−kρ = 1− 2(1−k)ρ ≥ 0,

we have

πi + 23−M > 0

≥ m+ 1

2ρ
(

δj + (m+ 1)2−kρ
)

>
m+ 1

2ρ
(

δj + 2−N + (m+ 1)2−kρ
)

and both vertices lie above the line. If the slope is non-
negative, then the critical vertex is the upper left. In either
case, a necessary and sufficient condition is that

πi + 23−M ≤ m+ 1

2ρ
(

δj + (m+ 1)2−kρ
)

.

On the other hand, if2M−1 ≤ i < 2M−1, thenπi+23−M ≤
0. If the slopem+1 is positive, then every point(d, p) ∈ Sij

lies belowℓ3, since

p < πi + 23−M

≤ 0

≤ m+ 1

2ρ
(

δj + (m+ 1)2−kρ
)

≤ m+ 1

2ρ
(

d+ (m+ 1)2−kρ
)

,

and if m + 1 ≤ 0, then the critical vertex is the upper right.
Thus, a necessary and sufficient condition is

πi + 23−M ≤ m+ 1

2ρ
(

δj + 2−N + (m+ 1)2−kρ
)

.

The analysis of the lower bound,

p ≥ m− 1

2ρ
(

d+ (m− 1)2−kρ
)

,

is similar. Since the bound is satisfied trivially ifm = 1− 2ρ,
we may assumem > 1 − 2ρ. For d ≥ 1, ℓ4 lies below ℓ1,
since

d+ 2(1−k)ρ − m− 1

2ρ
(d+ (m− 1)2−kρ)

=

(

1− m− 1

2ρ

)

d+ 2(1−k)ρ

(

1−
(

m− 1

2ρ

)2
)

≥ 1− m− 1

2ρ
> 0,

andℓ4 lies aboveℓ2, since

m− 1

2ρ
(d+ (m− 1)2−kρ)− (−d+ 2(1−k)ρ)

≥
(

1 +
m− 1

2ρ

)

d− 2(1−k)ρ

≥ 1 +
2− 2ρ

2ρ
− 2−ρ

= 2−ρ

> 0.

Consequently, the bound is satisfied for all(d, p) ∈ Sij with
−d ≤ p− 2(1−k)ρ < d if and only if each point inSij lies on
or aboveℓ4, as determined by its lower vertices. Ifi < 2M−1,
i.e., πi ≥ 0, then since

δj + (m− 1)2−kρ ≥ 1− 2ρ2−kρ = 1− 2(1−k)ρ ≥ 0,

if m− 1 ≤ 0, then for all(d, p) ∈ Sij ,

p ≥ πi ≥ 0 ≥ m− 1

2ρ
(

δj + (m+ 1)2−kρ
)

≥ m− 1

2ρ
(

d+ (m+ 1)2−kρ
)

,
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and if m − 1 > 0, then the critical vertex is the lower right.
Therefore, the requirement is

πi ≥
m− 1

2ρ
(

δj + 2−N + (m− 1)2−kρ
)

.

If πi < 0, then a similar argument yields the condition

πi ≥
m− 1

2ρ
(

δj + (m− 1)2−kρ
)

.

The preceding results of this section may be summarized:
Theorem 2:Let ρ,M ,N , andK be positive integers and let

φ be an admissible radix-2ρ M ×N SRT square root table for
every iterationk > K. Letx be a rational number,14 < x < 1.
Let q0 = 0, p0 = x, and fork = 1, . . . , n,

qk = qk−1 + 2−kρmk

and
pk = 2ρpk−1 −mk(2qk−1 + 2−kρmk),

wheremk is an integer. Assume that12 ≤ qK < 1, qK −
2−Kρ ≤ √

x < qK + 2−Kρ, and fork > K, if 1
2 ≤ qk−1 < 1

and |pk−1| < 2, thenmk = φ(i, j), where(2qk−1, pk−1) ∈
Sij . Then for allk ≥ K, |pk| < 2 and−2−kρ ≤ √

x− qk <

2−kρ.
Proof: We shall prove by induction that fork ≥ K,

1
2 ≤ qk < 1 andqk − 2−kρ ≤ √

x < qk + 2−kρ. Suppose that
these conditions hold fork − 1. Then−2qk−1 + 2(1−k)ρ ≤
pk−1 < 2qk−1 + 2(1−k)ρ by Lemma 4.2,|pk−1| < 2 by
Lemma 4.3, and consequently, for somei andj, mk = φ(i, j)
and(2qk−1, pk−1) ∈ Sij . Therefore, by hypothesis,|mk| < 2ρ

and
mk − 1

2ρ
(

2qk−1 + (mk − 1)2−kρ
)

|
≤ pk−1

<
mk + 1

2ρ
(

2qk−1 + (mk + 1)2−kρ
)

.

By Lemma 4.2,qk − 2−kρ ≤ √
x < qk + 2−kρ, and by

Lemma 4.3,12 ≤ qk < 1.
We shall develop a procedure for generating a table for a

given radix that meets the requirements of both division and
square root, of minimal dimensions and with minimalK. In
Section V, we turn to the problem of generating the initial
partial quotient and remainder,qK andpK .

First we note that any table that meets the requirements for
square root extraction may be used for division as well:

Lemma 4.5:If φ is an admissible radix-2ρ M ×N square
root table for all iterationsk > K, thenφ is an admissible
radix-2ρ M ×N division table.

Proof: Suppose that

−δj − 2−N − 23−M < πi < δj + 2−N ,

where0 ≤ i < 2M , 0 ≤ j < 2N . Then for someK ′,

−δj − 2−N − 23−M + 2(1−k)ρ < πi < δj + 2−N + 2(1−k)ρ

for all k > K ′. Let m = φ(i, j). For all k > max(K,K ′),
Conditions (a), (b), and (c) of Definition 4.1 hold. It follows
that if m 6= 2ρ − 1, then

πi+23−M ≤
{

m+1
2ρ δj if i < 2M−1 or i = 2M − 1

m+1
2ρ

(

δj + 2−N
)

if 2M−1 ≤ i < 2M − 1,

which impliesm ≥ Lij . Similarly, if m 6= 1− 2ρ, then

πi ≥
{

m−1
2ρ

(

δj + 2−N
)

if i < 2M−1

m−1
2ρ δj if i ≥ 2M−1,

which impliesm ≤ Uij .
While Definition 4.1 provides a procedure to determine

whether a square root table is admissible for a given iteration
k, we would like a procedure for determining admissibility for
all sufficiently largek. This is provided by the following:

Definition 4.2: Let ρ,M ,N , andK be positive integers and
let φ be an integer-valued function of two integer variables.
Thenφ is aK-admissible radix-2ρ M × N SRT table if for
all i andj, if 0 ≤ i < 2M , 0 ≤ j < 2N , and

−δj − 2−N − 23−M < πi < δj + 2−N + 2−Kρ,

then the following conditions hold form = φ(i, j):

(a) −2ρ < m < 2ρ.
(b) m ≥ Lij .
(c) If m 6= 1− 2ρ, then

πi ≥















m−1
2ρ

(

δj + 2−N + (m− 1)2−(K+1)ρ
)

if i < 2M−1

m−1
2ρ

(

δj + (m− 1)2−(K+1)ρ
)

if i ≥ 2M−1.

A K-admissible table is essentially one that is admissible
for every iterationk > K:

Lemma 4.6:Let ρ, M , N , andK be positive integers and
let φ be an integer-valued function of two integer variables.

(a) If φ is aK-admissible radix-2ρ M ×N SRT table, then
for all k > K, φ is an admissible SRT square root table
for iterationk.

(b) Letφ be an admissible radix-2ρ M ×N SRT square root
table for iterationk for all k > K and let

φ′(i, j) =







1− 2ρ if −δj − 2−N − 23−M < πi
≤ −δj − 2−N − 23−M + 2−Kρ

φ(i, j) otherwise.

Thenφ′ is aK-admissible radix-2ρ M ×N SRT table.

Proof: Suppose thatφ satisfies Definition 4.2. Letk > K

and

−δj − 2−N − 23−M + 2(1−k)ρ < πi < δj + 2−N + 2(1−k)ρ.

Then

−δj − 2−N − 23−M < πi < δj + 2−N + 2−Kρ,

Of the conditions imposed by Definition 4.1, (a) and (c)
follow from the corresponding conditions of Definition 4.2.To
establish (b), note that ifm 6= 2ρ− 1, then we havem ≥ Lij ,
where

Lij =







⌈ 2ρ(πi+23−M )
δj

⌉ − 1 if i < 2M−1 or i = 2M − 1

⌈ 2ρ(πi+23−M )
δj+2N ⌉ − 1 if 2M−1 ≤ i < 2M − 1,

which implies

πi+23−M ≤
{

m+1
2ρ δj if i < 2M−1 or i = 2M−1

m+1
2ρ

(

δj + 2−N
)

if 2M−1 ≤ i < 2M−1.
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Now supposeφ is an admissible SRT square root table for
every iterationk > K and letφ′ be defined as above. Let

−δj − 2−N − 23−M < πi < δj + 2−N + 2−Kρ,

for somei and j and letm = φ′(i, j). If πi ≤ −δj − 2−N −
23−M + 2−Kρ, then

Lij <
2ρ(πi + 23−M )

δj + 2−N

≤ 2ρ(−δj − 2−N + 2−Kρ)

δj + 2−N

=
2(1−K)ρ

δj + 2−N
− 2ρ

< 1− 2ρ

= m

and Definition 4.2 is satisfied. In the remaining case,

−δj − 2−N − 23−M + 2−Kρ < πi < δj + 2−N + 2−Kρ

and the three conditions of Definition 4.1 must hold for
k = K +1. Since (a) and (c) coincide with the corresponding
conditions of Definition 4.2, we need only show thatm ≥ Lij .
Since this is clearly true ifm = 2ρ − 1, we may assume that
m ≤ 2ρ− 2. Supposeπi ≥ δj . Theni < 2M−1 and it follows
from (b) that

πi + 23−M ≤ m+ 1

2ρ
δj +

(m+ 1)2

2ρ
2−(K+1)ρ

< (1 − 2−ρ)δj + 2−ρ2(1−K)ρ

= δj + 2−ρ(2(1−K)ρ − δj)

≤ δj + 2−ρ(1− 1)

= δj ,

a contradiction. Therefore, we may also assumeπi < δj. But
then for allk > K,

−δj − 2−N − 23−M + 2(1−k)ρ < πi < δj + 2−N + 2(1−k)ρ,

and hence

πi + 23−M ≤















m+1
2ρ

(

δj + (m+ 1)2−kρ
)

if i < 2M−1 or i = 2M − 1
m+1
2ρ

(

δj + 2−N + (m+ 1)2−kρ
)

if 2M−1 ≤ i < 2M − 1.

Consequently,

πi+23−M ≤
{

m+1
2ρ δj if i < 2M−1 or i = 2M−1

m+1
2ρ

(

δj + 2−N
)

if 2M−1 ≤ i < 2M−1,
which impliesm ≥ Lij .

Thus, for givenρ,M ,N , andK, Definition 4.2 may be used
to determine whether there exists a table that is admissibleall
square root iterationsk > K, and consequently for division
as well. If such a table does exist, then it may be generated
by the same procedure that was developed for division tables:

Lemma 4.7:Let ρ, M , N , and K be positive integers.
There exists aK-admissible radix-2ρ M × N SRT table if
and only if for all i andj with 0 ≤ i < 2M and0 ≤ j < 2N ,
if

−δj − 2−N − 23−M < πi < δj + 2−N + 2−Kρ

and

Lij > 1− 2ρ

(whereLij is defined as in Definition 3.1), then

πi ≥
{

Lij−1
2ρ

(

δj+2−N+(Lij−1)2−(K+1)ρ
)

if i < 2M−1

Lij−1
2ρ

(

δj+(Lij−1)2−(K+1)ρ
)

if i ≥ 2M−1.

In this case, one such table is defined by

φ(i, j) = max(1− 2ρ, Lij).

Proof: Let 0 ≤ i < 2M , 0 ≤ j < 2N , and

−δj − 2−N − 23−M < πi < δj + 2−N + 2−Kρ.

Suppose that ifLij > 1 − 2ρ, then the conclusion of the
lemma holds. Then clearly, the requirements of Definition 4.2
are satisfied bym = max(1− 2ρ, Lij).

Conversely, suppose that somem satisfies Definition 4.2
and thatLij > 1 − 2ρ. ThenLij ≤ m < 2ρ andπi ≥ f(m),
where

f(m) =

{

m−1
2ρ

(

δj + 2−N + (m−1)2−(K+1)ρ
)

if i < 2M−1

m−1
2ρ

(

δj + (m−1)2−(K+1)ρ
)

if i ≥ 2M−1,

and we need only show thatπi ≥ f(Lij). But note thatf is
an increasing function ofm for m > −2ρ, since

2ρ(f(m+ 1)− f(m)) ≥ δj + (2m− 1)2−(K+1)ρ

≥ 1 + (1− 2ρ+1)2−(K+1)ρ

> 1− 21−Kρ

≥ 0.

Therefore,πi ≥ f(m) ≥ f(Lij).
If φ(i, j) = m for a K-admissible tableφ, then as noted

in the proof of Lemma 4.4,Sij must lie above the line
p = m−1

2ρ

(

d+ (m− 1)2−Kρ
)

. Consequently, in addition to
the criterion given in Section III, the staircase that separates
the regionsφ = m andφ = m− 1 must lie above that line.

Consider the5 × 2 division table of Figure 1. Since
the lower left vertex ofR11010,00 lies on p = − 1

2d,
this point does not lie abovep = − 1

2

(

d− 41−K
)

; there-
fore, this is not aK-admissible square root table for any
positive K. Moreover, the same is true of every5 × N

radix-4 table for everyN . There does, however, exist a
6 × 2 2-admissible table. This is confirmed by execu-
tion of the functionExistsDivSqrtTable, displayed in
the appendix, which implements the procedure specified by
Lemma 4.7. Such a table may be generated by executing
SRTTableEntry.

Now consider the7× 3 radix-8 table of Figure 2. Since the
lower right vertex ofR0011110,001 lies on the linep = 3

4d,
this table cannot be used for the square root. As confirmed
by ExistsDivSqrtTable, however, there exist both8× 3
and7× 4 2-admissible radix-8 tables.
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V. SQUARE ROOT SEED TABLES

In order to employ aK-admissible SRT table to compute
square roots as described in Theorem 2, we shall require an
efficient method of deriving, for a given radicandx, the initial
root digitsm1, . . . ,mK to be used in the iterative computation
of pK andqK , which must satisfy the constraints of the theo-
rem. Our strategy is to read the(Kρ)-bit integerS = 2KρqK
from a table using the(Kρ)-bit integer ℓ = ⌊2Kρx⌋ as an
index. Lemma 5.1 (a) below provides a set of conditions on
the table entryS at index ℓ that ensures thatqK meets its
requirements.

As noted in Section I, we would like to arrange for the
column of the digit selection table that is determined by the
partial rootqk to be independent ofk for k ≥ K. Thus, we
would like to ensure that the most significantN+1 bits of qk,
consisting of the leading 1 and theN -bit table index, coincide
with the corresponding bits ofqK . If we assumeKρ > N+1,
as in the case of interestK = 2, ρ = 3, N = 4, then a
sufficient condition is that the leadingKρ− 1 bits match, i.e.,
for all k > K,

⌊2Kρ−1qk⌋ = ⌊2Kρ−1qK⌋.

Lemma 5.1 (b) provides a formula for deriving an adjusted
valueS′ from the seed table entryS that retains the properties
of qK required by Theorem 2 and, as established by (c), satis-
fies this additional condition as well. Note that this derivation
requires a full-width comparison of

√
x andqK , which may be

implemented by reading the value ofS2 from a parallel table
and comparing it withx during the pre-processing phase.

As a simplifying assumption, we ignore the caseK = ρ =
1, which is of no practical interest:

Lemma 5.1:Let ρ andK be positive integers withKρ > 1.
Let x be rational,14 < x < 1, andℓ = ⌊2Kρx⌋.
(a) LetS be an integer satisfying

2Kρ−1 ≤ S < 2Kρ

and

2−Kρ(S − 1)2 ≤ ℓ < ℓ+ 1 ≤ 2−Kρ(S + 1)2,

and letQ = 2−KρS. Then 1
2 ≤ Q < 1 and

Q− 2−Kρ ≤
√
x < Q+ 2−Kρ.

(b) Let

S′ =

{

S if S is odd or
√
x > Q

S − 1 if S is even and
√
x < Q

andQ′ = 2−KρS′. Then 1
2 ≤ Q′ < 1 and

Q′ − 2−Kρ ≤
√
x < Q′ + 2−Kρ.

(c) Let qK = Q′ and for allk > K, let qk = qk−1+2−kρmk,
wheremk is an integer and|mk| < 2ρ. Then for all
k ≥ K, if qk − 2−kρ ≤ √

x < qk + 2−kρ, then

⌊2Kρ−1qk⌋ = ⌊2Kρ−1Q′⌋.

Proof: (a) The bounds onQ hold trivially. To derive the
bounds on

√
x−Q, note that substituting2KρQ for S in the

second hypothesis yields

(Q − 2−Kρ)2 ≤ 2−Kρℓ < 2−Kρ(ℓ+ 1) ≤ (Q+ 2−Kρ)2.

Since2−Kρℓ ≤ x < 2−Kρ(ℓ + 1), this implies

(Q− 2−Kρ)2 ≤ x < (Q+ 2−Kρ)2,

and the claim follows.
(b) We may assumeS′ = S−1, for otherwiseS′ = S,Q′ =

Q, and the claims follow immediately. SinceQ >
√
x > 1

2 ,
S = 2KρQ > 2Kρ−1, and hence2Kρ−1 ≤ S′ < 2Kρ, which
implies 1

2 ≤ Q′ < 1. Moreover,
√
x− 2−Kρ < Q− 2−Kρ = Q′ < Q ≤

√
x+ 2−Kρ,

i.e.,Q′ − 2−Kρ ≤ √
x < Q′ + 2−Kρ.

(c) First note that fork ≥ K, qk = Q′ +
∑k

i=K+1 2
−iρmi,

where|mi| ≤ 2ρ − 1, and hence

|qk −Q′| =

∣

∣

∣

∣

∣

k
∑

i=K+1

2−iρmi

∣

∣

∣

∣

∣

< 2−(K+1)ρ(2ρ − 1)

∞
∑

i=0

2−iρ

= 2−Kρ.

Since

⌊2Kρqk⌋ ≤ 2Kρqk < 2Kρ(Q′ + 2−Kρ) = S′ + 1,

we have⌊2Kρqk⌋ ≤ S′ = 2KρQ′ and

⌊2Kρ−1qk⌋ =
⌊⌊2Kρqk⌋

2

⌋

≤
⌊

2KρQ′

2

⌋

= ⌊2Kρ−1Q′⌋.

For the reverse inequality, we may assumeqk < Q′. We may
also assume

√
x < Q; otherwise,Q′ = Q and sinceqk and

Q′ are both integral multiples of2−kρ,

qk ≤ Q′ − 2−kρ = Q− 2−kρ <
√
x− 2−kρ,

contradicting
√
x < qk + 2−kρ. It follows that S′ is odd.

Therefore, sinceqk > Q′ − 2−Kρ,

2Kρ−1qk > 2Kρ−1Q′ − 1

2
=
S′

2
− 1

2
=

⌊

S′

2

⌋

= ⌊2Kρ−1Q′⌋,

which implies⌊2Kρ−1qk⌋ ≥ ⌊2Kρ−1Q′⌋.
The next lemma establishes the existence of a compliant

seed table and gives a formula for computing its entries,
implemented by the functionSeed, specified in the appendix:

Lemma 5.2:Let ρ and K be positive integers and let
ψ(ℓ) =

⌈

√

2Kρ(ℓ + 1)
⌉

− 1, where2Kρ−2 ≤ ℓ < 2Kρ. Then

2Kρ−1 ≤ ψ(ℓ) < 2Kρ

and

2−Kρ(ψ(ℓ)− 1)2 ≤ ℓ < ℓ+ 1 ≤ 2−Kρ(ψ(ℓ) + 1)2.

Proof: Under the assumption thatψ(ℓ) is an integer, its
definition is equivalent to

√

2Kρ(ℓ+ 1)− 1 ≤ ψ(ℓ) <
√

2Kρ(ℓ+ 1).
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The lower bound yields

2Kρ(ℓ+ 1) ≤ (ψ(ℓ) + 1)2

and

ψ(ℓ) ≥
√

2Kρ(ℓ + 1)− 1

≥
√

2Kρ(2Kρ−2 + 1)− 1

>
√
2Kρ2Kρ−2 − 1

= 2Kρ−1 − 1,

which impliesψ(ℓ) ≥ 2Kρ−1. From the upper bound, we have

ψ(ℓ) <
√

2Kρ(ℓ+ 1) ≤
√
2Kρ2Kρ = 2Kρ

and, since4ℓ ≥ 2Kρ,
√

2Kρ(ℓ + 1)−
√
2Kρℓ ≤

√

4ℓ(ℓ+ 1)−
√
4ℓ2

<
√

4ℓ(ℓ+ 1) + 1−
√
4ℓ2

= 2ℓ+ 1− 2ℓ

= 1,

which implies

ψ(ℓ) <
√

2Kρ(ℓ + 1) <
√
2Kρℓ+ 1

and hence,
(ψ(ℓ)− 1)2 < 2Kρℓ.

Along with the initial approximationqK , the corresponding
partial remainderpK is required to initiate the iterative ap-
proximation of

√
x. While this may be computed directly as

pK = 2Kρ(x − q2K), an iterative computation is likely to be
more efficient. For example, ifρ = 3 andK = 2, a two-cycle
iteration using existing hardware is preferable to a computation
involving a (6 × 6)-bit multiplication. In any case, to apply
Theorem 4.4, it must be observed thatqK is actually generated
by the recurrence formula from the root digits extracted from
the table entry:

Lemma 5.3:Let ρ, K, andS be positive integers withS <
2Kρ and letQ = 2−KρS. Let q0 = 0, and fork = 1, . . . ,K,

qk = qk−1 + 2−kρmk,

wheremk = S[(K − k+1)ρ− 1 : (K − k)ρ]. ThenqK = Q.
Proof: By induction, for1 ≤ k ≤ K,

qk = 2−kρS[Kρ− 1 : (K − k)ρ],

for if

qk−1 = 2(1−k)ρS[Kρ− 1 : (K − k + 1)ρ],

then

qk = 2(1−k)ρS[Kρ− 1 : (K − k + 1)ρ] + 2−kρmk

= 2−kρ2ρS[Kρ− 1 : (K − k + 1)ρ]

+2−kρS[(K − k + 1)ρ− 1 : (K − k)ρ]

= 2−kρS[Kρ− 1 : (K − k)ρ].

In particular,

qK = 2−KρS[Kρ− 1 : 0] = 2−KρS = Q.
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